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The use of algorithms in public sector decision making has broken through as a hot topic in 
recent weeks. The Guardian recently ran the “Automating Poverty” series on the use of 
algorithms in the welfare state. And on 29 October 2019 it was reported that the first known legal 
challenge to the use of algorithms in the UK, this time by the Home Office, had been launched. It 
was timely, then, that the Public Law Project’s annual conference on judicial review trends and 
forecasts was themed “Public law and technology”. 

Basic tech for lawyers 

The conference helpfully opened with a lawyer-friendly run down of algorithms and automation. 
Dr. Reuben Binns (ICO Postdoctoral Research Fellow in AI) drew a number of useful distinctions. 

The first was between rule-based and statistical or machine learning systems. In rule-
based systems, the system is programmed to apply a decision-making tree. The questions asked 
and the path to a particular outcome, depending on the answers given, can be depicted by way 
of flow-chart (even if that flow-chart might be very large, involving numerous branches). In 
contrast, machine learning involves a computer system training itself to spot patterns and 
correlations in data sets, and to make predictions based on those patterns and correlations. The 
computer system is first trained on data sets provided by the system designer. Once trained, it 
can be used to infer information and make predictions based on new data. These systems might 
be used, for example, to assess the risk of a person re-offending, where the system has been 
trained on existing data as to re-offending rates. It has long been known that machine-learning 
systems can be biased, not least because the data on which they are trained is often biased. 

Another useful distinction is between decision making that is fully automated, where the 
algorithm makes the final decision, and decision making where there is a “human in the loop”, 
who uses the algorithm’s output to support their decision-making. This has implications not only 
under the GDPR (see Article 22) but also for the application of public law principles. 

This distinction was further linked by Dr. Binn to the concept of “automation bias”: that is, the 
biases humans may exhibit after being exposed to an automated system. In some instances, 
even though there is a human in the loop, an individual may place over-reliance on the outcome 
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of an automated-system, in effect simply rubber-stamping the decision. In other instances, under-
reliance can occur. The example offered was of judges in Kentucky who were using risk scores 
produced by algorithms in bail decision-making. Research showed that judges factored in risk 
scores differently, depending on the race of the defendant in question. This demonstrates that 
the relationship between algorithmic outputs and human decision-making can be complex. 

A final useful distinction, drawn by Dr. Joe Tomlinson (PLP) in a later presentation, was between 
the ways in which automated decision-making may be “opaque”. Intentional opacity is where an 
algorithm is designed so that its workings are concealed, in order to protect intellectual 
property. Illiterate opacity arises where an algorithm is so complex that it is understandable only 
to tech experts. Finally, intrinsic opacity is where a machine-learning system is so complex that 
even a tech expert is unable to understand its internal workings. That is, the system is a “black 
box”. A lack of transparency in decision making is clearly a primary hurdle to holding decision-
makers to account where algorithms have been deployed. 

Algorithms already in use 

We know that algorithms are already widely in use in the immigration and welfare contexts in the 
UK. Key examples include the use of data-sharing and automated decision making in the EU 
settlement scheme and in the administration of Universal Credit. In both instances, data sharing 
between government departments and automated processes are used to determine a person’s 
entitlement to either settled or pre-settled status, or the level of their benefits. In both contexts, 
reports produced by civil society suggest there have been significant difficulties experienced by 
those seeking settled status and welfare provision. Both have been plagued by confusion 
surrounding how decisions have been reached, making it very difficult for individuals to 
understand, let alone challenge, that decision. Both have been shown to produce incorrect 
outcomes, with disastrous consequences for some individuals. 

The first known UK case challenging algorithmic decision-making, referenced above, is to 
another aspect of the immigration system. The Home Office uses an algorithm to filter UK visa 
applications into those assessed as a low, medium or high risk of being fraudulent. The effect is 
that those categorised as higher risk are subject to more stringent checks and requirements and 
are more likely to be unsuccessful. The lawyer behind the legal challenge, Cori Crider, describes 
the system as providing “speedy boarding for white people”. 

Legal challenges to automated decision-making 

The recent Report of the UN Special Rapporteur on Extreme Poverty and Human Rights into the 
digital welfare state succinctly summarises the serious concerns that algorithmic decision making 
raises. These include: 

• difficulties in digital access for vulnerable persons most affected by these regimes, both 
in terms of access to the necessary technology and digital literacy; 

• the secrecy often surrounding how decisions are reached; 

• the tendency of risk-scoring and other algorithmic systems to exacerbate existing 
inequalities and discrimination; and 

• the inflexible robotic application of rules which preclude consideration of relevant 
extenuating circumstances and removes human interaction and compassion from the 
picture. 

You can see, then, why there is an appetite amongst barristers to consider how the law can be 
used to ensure greater transparency and scrutiny of automated decision-making in the public 
sector. This is not to say that the tone of the PLP conference was one wholly of cynicism toward 
tech. There are obviously great potential gains to be had through the use of automated decision 
making. The concern is, nevertheless, that technological development and deployment has 
outpaced scrutiny and regulation. 
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Large portions of the conference, accordingly, were dedicated to discussing how current legal 
frameworks might be deployed to challenge algorithmic decision-making. This included inevitable 
discussion of human rights, the GDPR and Data Protection Act 2018, the Equality Act 2010 and 
administrative law principles. Without descending into a blow-by-blow account of the legal 
possibilities, one key output of the conference was a frank discussion of the potential difficulties 
any legal action might face. 

Megan Goulding (Liberty), who was instructing solicitor on the recent unsuccessful challenge to 
the use of automated facial recognition (AFR) technology, provided some critical insight. She 
identified two key challenges that her team had faced, which are likely to be present in many 
tech-focussed cases. 

The first issue was getting the Court to engage with the broader societal impact of the technology 
in question. When the Court came to decide whether the use of AFR amounted to a justified 
interference with the claimant’s privacy rights, they balanced the infringement of 
the individual claimant’s rights against the interests of the community in detection and prevention 
of crime. No weight was given to the negative impact on the community of the systematic use of 
automated facial recognition technology. This highlights a potential difficulty in bringing human 
rights-based claims to technological innovations in the future. 

Hopefully, this issue is explored further when the case is appealed. Other legal avenues (such 
as indirect discrimination, public sector equality duty and systemic administrative law claims) may 
also need exploring when considering challenges to new technology which seek to draw on 
community-wide effects. 

The second issue was getting the evidence necessary to bring the claim. The claimants sought 
access to the data set on which the AFR system was trained, in order to bolster their public 
sector equality duty claim. This request was refused on the basis that the data was a trade 
secret, held by the private company who produced the system. The role of private companies in 
providing tech was, likewise, a concern squarely raised by the UN Rapporteur in his report: 

“Private entities have different motives for their involvement in benefit and social assistance 
systems and this may lead to conflicts between the public interests these systems ought to serve 
and the private interests of corporations and their owners.” 
The role of private actors in providing automated systems to government, and whether they can 
avoid transparency by asserting their own commercial interest, will be a key feature of future 
challenges. Ms Goulding suggests one possible route forward: to argue that a public body cannot 
comply with its public sector equality duty unless it is willing to disclose, for independent 
assessment, details of any automated system it is using. 

A related issue, canvassed by Dr. Tomlinson, is the role of evidence in judicial review and the 
difficulties potentially faced by a court in assessing evidence about complex computer systems. 
As noted by Dr. Tomlinson, evidence in judicial review proceedings is scarcely touched on in 
administrative law textbooks. There is little by way of a developed jurisprudence on the use of 
evidence in this context. This leaves us in a difficult position when considering the type of 
evidence that can be brought when challenging an automated decision. It might be necessary to 
bring expert evidence as to the workings of the relevant computer system. Lawyers may need to 
turn to journalistic techniques in order to produce evidence as to how algorithms are functioning. 
How this will be received by the courts is unclear. Further, it may be necessary to push for a 
change to the three-month limitation period for bringing a judicial review claim, so that sufficient 
evidence can be gathered. 

All in all, it is clear that the role of algorithms in public sector decision-making will require from 
lawyers (and, dare I say, judges) a degree of creativity. The law is already playing catch-up. 
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